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Forest Health Monitoring
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From Sensor to Database
- Exemplified with LoRaWAN, Semtech UDP Packet Forwarder, MQTT and InfluxDB
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Energy Yield from PV System compared to
Power Consumption of LoRaWAN Gateway/LTE Equipment
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Average watt-hours actually generated and theoretically consumed 
per day, measured between June 2022 and January 2023.

a rooftop connected to the main power supply. They also
provided an extrapolation of the number of required gateways
to provide coverage for certain forest areas, but they did not
consider the installation site and energy harvesting options of
the gateways. On the other hand, the authors in Reference [8]
uses LoRaWAN to monitor construction sites using a solar-
powered gateway and battery positioned on a house wall in a
sunny location in Italy. They did not report any issues with
power stability for the gateway.

To effectively monitor extensive forest areas, it is necessary
to deploy multiple gateways to ensure adequate coverage.
However, the placement of solar-powered gateways poses
a challenge, as obtaining an ideal location with abundant
sunlight is not always feasible. This results in a low yield
of the PV (photovoltaic) system. To the best of the authors’
knowledge, research on power-constrained LPWAN gateways
and mechanisms to further reduce the average power consump-
tion of COTS equipment has not been investigated yet.

IV. CHALLENGES OF LPWAN OPERATION FOR FORESTRY
APPLICATIONS

The LPWAN communication requirements for forest ap-
plications entail long-range, low power consumption, bi-
directional communication, scalability, and cost-effectiveness.

In the case of LoRaWAN, a COTS LoRaWAN gateway
necessitates self-powered operation for deployment in the
forest. Renewable energy technologies, such as solar power,
wind power, or hydro power, could be employed, but they each
have their respective advantages and limitations. In general, the
forest environment is not conducive to most available renew-
able energy technologies. Nevertheless, this study concentrates
on the utilization of solar power.

When deploying solar-powered systems in a forest environ-
ment, careful site selection is crucial due to the challenges
of shading and inclement weather conditions. Despite these
challenges, a deployment within the heart of the forest may
still be necessary. In order to optimize solar power yield,
the deployment should be situated in a clearing or an area
with sparse vegetation, as adjacent trees may obstruct sunlight
and reduce the number of available sun hours, particularly in
seasons with fewer sun hours.

The average daily watt-hours yielded by the PV system in
Figure 3, placed at a tree in a northern German forest, are
illustrated by the blue line in Figure 2. Further details about
both figures are provided in Section VII and Section VIII. The
blue line in Figure 2 depicts a significant drop in yield during
December and January, while the red dashed line at the top
represents the energy required to power a COTS LoRaWAN
gateway continuously. This example highlights the need to
further reduce the average power consumption of gateways.

The monitoring of forest health does not necessarily require
real-time delivery of sensor data to the middleware. Addition-
ally, LoRaWAN does not ensure delivery guarantees. However,
disruptions or interferences in communication within the forest
are unlikely due to the gradual alternations in the environment.
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Fig. 2: Average watt-hours actually generated and theoretically
consumed per day, measured between June 2022 and January
2023.

Fig. 3: Solar-powered LoRaWAN station located in
Wolfenbüttel, Germany.

The absence of certain sensor data would not have a significant
impact on health monitoring.

V. POWER CONSUMPTION REDUCTION MECHANISMS FOR
COTS LPWAN GATEWAYS

This section provides an overview of different mechanisms
that can be used to reduce the average power consumption of
LPWAN gateways in forest health monitoring systems.

Usually, smart sensors transmit data on a predetermined
interval, as visualized in Figure 4a with a 60-minute trans-
mission interval. The figure shows the operational phase,
where no configuration changes to the devices are made.
Smart sensors have different starting points within the interval,
usually distributed randomly, as shown in the figure using
different colors for each smart sensor. The gateway remains
constantly active, resulting in 100% energy consumption.

One approach to save energy is the use of offline buffering
of sensor data, by moving certain middleware components to



LoRaWAN Sensor Transmission Times
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Fig. 4: Operational phases of smart sensor transmissions in
the ”usual” and the synchronized operation exemplified with
4 smart sensors.

One approach to save energy is the use of offline buffering
of sensor data, by moving certain middleware components to
the edge. This can allow the cellular communication, which is
usually constantly active for COTS LoRaWAN gateways, to be
deactivated, while still allowing sensor data to be consistently
received. However, this solution still requires a significant
amount of energy due to the constant power consumption.

To achieve a more significant reduction in energy con-
sumption, an off-time can be introduced, where the gateway
is completely powered off, as visualized in Figure 4b. For
example, the gateway could be active for 5 minutes (on-time),
then powered off for 55 minutes (off-time). Smart sensors need
to send their data only when the gateway is active.

VI. SYNCHRONIZED TRANSMISSION INTERVALS FOR
COTS SMART SENSORS

Wake-up receivers [9] can be used to manage the synchro-
nized transmissions within on-times. These receivers can be
woken up using wake-up messages sent when the gateway is
active. The authors in Reference [9] achieved a lifetime of up
to 3 years for a wake-up receiver, but this solution requires
more maintenance effort than COTS LoRaWAN sensors,
which can provide lifetimes of up to 10 years. Additionally, the
communication range of the wake-up receiver may be lower
than that of the LoRaWAN equipment.

Another solution is to use the standard features provided
by most COTS smart sensors. The transmission interval of
the smart sensors can typically be changed using downlink
messages.
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Fig. 5: Synchronization phase. mx,y {m is the message; x is
the message type identifier where ctt = change transmission
time and cid = change interval duration; y is the smart sensor
identifier}.
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Fig. 6: Synchronization phase between the operation phases
showing the transition of Figure 4a to Figure 4b exemplified
for one smart sensor. For explanation of indices etc. see Figure
4 and 5.

The sequence diagram shown in Figure 5 illustrates the
synchronization phase for multiple smart sensors. An entity,
here called synchronizer, changes the transmission interval of
each smart sensor to distribute the transmission time within
the on-time. After that, the synchronizer changes the gateway
operation time. Later, the smart sensors’ transmission interval
is changed to the interval duration. This process is also
visualized for a single smart sensor in Figure 6, which shows
the synchronization process between Figure 4a to Figure 4b.

The length of the active window (on-time) must be set
properly. It is crucial to distribute transmissions within the
on-time to prevent interference between the smart sensor
messages. This is especially important when the density of
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One approach to save energy is the use of offline buffering
of sensor data, by moving certain middleware components to
the edge. This can allow the cellular communication, which is
usually constantly active for COTS LoRaWAN gateways, to be
deactivated, while still allowing sensor data to be consistently
received. However, this solution still requires a significant
amount of energy due to the constant power consumption.

To achieve a more significant reduction in energy con-
sumption, an off-time can be introduced, where the gateway
is completely powered off, as visualized in Figure 4b. For
example, the gateway could be active for 5 minutes (on-time),
then powered off for 55 minutes (off-time). Smart sensors need
to send their data only when the gateway is active.
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Wake-up receivers [9] can be used to manage the synchro-
nized transmissions within on-times. These receivers can be
woken up using wake-up messages sent when the gateway is
active. The authors in Reference [9] achieved a lifetime of up
to 3 years for a wake-up receiver, but this solution requires
more maintenance effort than COTS LoRaWAN sensors,
which can provide lifetimes of up to 10 years. Additionally, the
communication range of the wake-up receiver may be lower
than that of the LoRaWAN equipment.

Another solution is to use the standard features provided
by most COTS smart sensors. The transmission interval of
the smart sensors can typically be changed using downlink
messages.
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The sequence diagram shown in Figure 5 illustrates the
synchronization phase for multiple smart sensors. An entity,
here called synchronizer, changes the transmission interval of
each smart sensor to distribute the transmission time within
the on-time. After that, the synchronizer changes the gateway
operation time. Later, the smart sensors’ transmission interval
is changed to the interval duration. This process is also
visualized for a single smart sensor in Figure 6, which shows
the synchronization process between Figure 4a to Figure 4b.

The length of the active window (on-time) must be set
properly. It is crucial to distribute transmissions within the
on-time to prevent interference between the smart sensor
messages. This is especially important when the density of
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One approach to save energy is the use of offline buffering
of sensor data, by moving certain middleware components to
the edge. This can allow the cellular communication, which is
usually constantly active for COTS LoRaWAN gateways, to be
deactivated, while still allowing sensor data to be consistently
received. However, this solution still requires a significant
amount of energy due to the constant power consumption.

To achieve a more significant reduction in energy con-
sumption, an off-time can be introduced, where the gateway
is completely powered off, as visualized in Figure 4b. For
example, the gateway could be active for 5 minutes (on-time),
then powered off for 55 minutes (off-time). Smart sensors need
to send their data only when the gateway is active.
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which can provide lifetimes of up to 10 years. Additionally, the
communication range of the wake-up receiver may be lower
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Another solution is to use the standard features provided
by most COTS smart sensors. The transmission interval of
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The sequence diagram shown in Figure 5 illustrates the
synchronization phase for multiple smart sensors. An entity,
here called synchronizer, changes the transmission interval of
each smart sensor to distribute the transmission time within
the on-time. After that, the synchronizer changes the gateway
operation time. Later, the smart sensors’ transmission interval
is changed to the interval duration. This process is also
visualized for a single smart sensor in Figure 6, which shows
the synchronization process between Figure 4a to Figure 4b.
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One approach to save energy is the use of offline buffering
of sensor data, by moving certain middleware components to
the edge. This can allow the cellular communication, which is
usually constantly active for COTS LoRaWAN gateways, to be
deactivated, while still allowing sensor data to be consistently
received. However, this solution still requires a significant
amount of energy due to the constant power consumption.

To achieve a more significant reduction in energy con-
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is completely powered off, as visualized in Figure 4b. For
example, the gateway could be active for 5 minutes (on-time),
then powered off for 55 minutes (off-time). Smart sensors need
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woken up using wake-up messages sent when the gateway is
active. The authors in Reference [9] achieved a lifetime of up
to 3 years for a wake-up receiver, but this solution requires
more maintenance effort than COTS LoRaWAN sensors,
which can provide lifetimes of up to 10 years. Additionally, the
communication range of the wake-up receiver may be lower
than that of the LoRaWAN equipment.

Another solution is to use the standard features provided
by most COTS smart sensors. The transmission interval of
the smart sensors can typically be changed using downlink
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The sequence diagram shown in Figure 5 illustrates the
synchronization phase for multiple smart sensors. An entity,
here called synchronizer, changes the transmission interval of
each smart sensor to distribute the transmission time within
the on-time. After that, the synchronizer changes the gateway
operation time. Later, the smart sensors’ transmission interval
is changed to the interval duration. This process is also
visualized for a single smart sensor in Figure 6, which shows
the synchronization process between Figure 4a to Figure 4b.

The length of the active window (on-time) must be set
properly. It is crucial to distribute transmissions within the
on-time to prevent interference between the smart sensor
messages. This is especially important when the density of
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One approach to save energy is the use of offline buffering
of sensor data, by moving certain middleware components to
the edge. This can allow the cellular communication, which is
usually constantly active for COTS LoRaWAN gateways, to be
deactivated, while still allowing sensor data to be consistently
received. However, this solution still requires a significant
amount of energy due to the constant power consumption.

To achieve a more significant reduction in energy con-
sumption, an off-time can be introduced, where the gateway
is completely powered off, as visualized in Figure 4b. For
example, the gateway could be active for 5 minutes (on-time),
then powered off for 55 minutes (off-time). Smart sensors need
to send their data only when the gateway is active.
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woken up using wake-up messages sent when the gateway is
active. The authors in Reference [9] achieved a lifetime of up
to 3 years for a wake-up receiver, but this solution requires
more maintenance effort than COTS LoRaWAN sensors,
which can provide lifetimes of up to 10 years. Additionally, the
communication range of the wake-up receiver may be lower
than that of the LoRaWAN equipment.

Another solution is to use the standard features provided
by most COTS smart sensors. The transmission interval of
the smart sensors can typically be changed using downlink
messages.

Synchro-
nizer GW S1 S2 Sn

mctt,1

mctt,2

mctt,n

Change Transmission Time Within IntervalChange Transmission Time Within Interval

Change GW Interval Operation Time
...

mcid,1

mcid,2

mcid,n

Change Interval DurationChange Interval Duration

Fig. 5: Synchronization phase. mx,y {m is the message; x is
the message type identifier where ctt = change transmission
time and cid = change interval duration; y is the smart sensor
identifier}.

0 1 2 3
Off

On

+60min +40min +60min
mctt,1 mcid,1

Time (hours)

G
W

O
pe

ra
tio

n
Fig. 6: Synchronization phase between the operation phases
showing the transition of Figure 4a to Figure 4b exemplified
for one smart sensor. For explanation of indices etc. see Figure
4 and 5.

The sequence diagram shown in Figure 5 illustrates the
synchronization phase for multiple smart sensors. An entity,
here called synchronizer, changes the transmission interval of
each smart sensor to distribute the transmission time within
the on-time. After that, the synchronizer changes the gateway
operation time. Later, the smart sensors’ transmission interval
is changed to the interval duration. This process is also
visualized for a single smart sensor in Figure 6, which shows
the synchronization process between Figure 4a to Figure 4b.

The length of the active window (on-time) must be set
properly. It is crucial to distribute transmissions within the
on-time to prevent interference between the smart sensor
messages. This is especially important when the density of
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Fig. 4: Operational phases of smart sensor transmissions in
the ”usual” and the synchronized operation exemplified with
4 smart sensors.

One approach to save energy is the use of offline buffering
of sensor data, by moving certain middleware components to
the edge. This can allow the cellular communication, which is
usually constantly active for COTS LoRaWAN gateways, to be
deactivated, while still allowing sensor data to be consistently
received. However, this solution still requires a significant
amount of energy due to the constant power consumption.

To achieve a more significant reduction in energy con-
sumption, an off-time can be introduced, where the gateway
is completely powered off, as visualized in Figure 4b. For
example, the gateway could be active for 5 minutes (on-time),
then powered off for 55 minutes (off-time). Smart sensors need
to send their data only when the gateway is active.
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Wake-up receivers [9] can be used to manage the synchro-
nized transmissions within on-times. These receivers can be
woken up using wake-up messages sent when the gateway is
active. The authors in Reference [9] achieved a lifetime of up
to 3 years for a wake-up receiver, but this solution requires
more maintenance effort than COTS LoRaWAN sensors,
which can provide lifetimes of up to 10 years. Additionally, the
communication range of the wake-up receiver may be lower
than that of the LoRaWAN equipment.

Another solution is to use the standard features provided
by most COTS smart sensors. The transmission interval of
the smart sensors can typically be changed using downlink
messages.

Synchro-
nizer GW S1 S2 Sn

mctt,1

mctt,2

mctt,n

Change Transmission Time Within IntervalChange Transmission Time Within Interval

Change GW Interval Operation Time
...

mcid,1

mcid,2

mcid,n

Change Interval DurationChange Interval Duration

Fig. 5: Synchronization phase. mx,y {m is the message; x is
the message type identifier where ctt = change transmission
time and cid = change interval duration; y is the smart sensor
identifier}.

0 1 2 3
Off

On

+60min +40min +60min
mctt,1 mcid,1

Time (hours)

G
W

O
pe

ra
tio

n

Fig. 6: Synchronization phase between the operation phases
showing the transition of Figure 4a to Figure 4b exemplified
for one smart sensor. For explanation of indices etc. see Figure
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The sequence diagram shown in Figure 5 illustrates the
synchronization phase for multiple smart sensors. An entity,
here called synchronizer, changes the transmission interval of
each smart sensor to distribute the transmission time within
the on-time. After that, the synchronizer changes the gateway
operation time. Later, the smart sensors’ transmission interval
is changed to the interval duration. This process is also
visualized for a single smart sensor in Figure 6, which shows
the synchronization process between Figure 4a to Figure 4b.

The length of the active window (on-time) must be set
properly. It is crucial to distribute transmissions within the
on-time to prevent interference between the smart sensor
messages. This is especially important when the density of
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Fig. 4: Operational phases of smart sensor transmissions in
the ”usual” and the synchronized operation exemplified with
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One approach to save energy is the use of offline buffering
of sensor data, by moving certain middleware components to
the edge. This can allow the cellular communication, which is
usually constantly active for COTS LoRaWAN gateways, to be
deactivated, while still allowing sensor data to be consistently
received. However, this solution still requires a significant
amount of energy due to the constant power consumption.

To achieve a more significant reduction in energy con-
sumption, an off-time can be introduced, where the gateway
is completely powered off, as visualized in Figure 4b. For
example, the gateway could be active for 5 minutes (on-time),
then powered off for 55 minutes (off-time). Smart sensors need
to send their data only when the gateway is active.

VI. SYNCHRONIZED TRANSMISSION INTERVALS FOR
COTS SMART SENSORS

Wake-up receivers [9] can be used to manage the synchro-
nized transmissions within on-times. These receivers can be
woken up using wake-up messages sent when the gateway is
active. The authors in Reference [9] achieved a lifetime of up
to 3 years for a wake-up receiver, but this solution requires
more maintenance effort than COTS LoRaWAN sensors,
which can provide lifetimes of up to 10 years. Additionally, the
communication range of the wake-up receiver may be lower
than that of the LoRaWAN equipment.

Another solution is to use the standard features provided
by most COTS smart sensors. The transmission interval of
the smart sensors can typically be changed using downlink
messages.
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Fig. 5: Synchronization phase. mx,y {m is the message; x is
the message type identifier where ctt = change transmission
time and cid = change interval duration; y is the smart sensor
identifier}.
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Fig. 6: Synchronization phase between the operation phases
showing the transition of Figure 4a to Figure 4b exemplified
for one smart sensor. For explanation of indices etc. see Figure
4 and 5.

The sequence diagram shown in Figure 5 illustrates the
synchronization phase for multiple smart sensors. An entity,
here called synchronizer, changes the transmission interval of
each smart sensor to distribute the transmission time within
the on-time. After that, the synchronizer changes the gateway
operation time. Later, the smart sensors’ transmission interval
is changed to the interval duration. This process is also
visualized for a single smart sensor in Figure 6, which shows
the synchronization process between Figure 4a to Figure 4b.

The length of the active window (on-time) must be set
properly. It is crucial to distribute transmissions within the
on-time to prevent interference between the smart sensor
messages. This is especially important when the density of

mx,y {m is the message; 
x is the message type identifier 
where 
ctt = change transmission time 
and 
cid = change interval duration; 
y is the smart sensor identifier}
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• Distribute smart sensor transmission times 
to prevent interference
- Especially with high density of sensors

• Length of the active window (on-time)
- Bootup time LoRaWAN gateway + cellular 

communication
- Distribution window of sensor transmissions
- Transmission jitter
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(a) Operational phase ”usual” with random distribution of smart
sensor transmission times.
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(b) Operational phase after synchronization
Smart Sensor Transmission (Separated by Color)

Gateway Operation (On/Off)

Fig. 4: Operational phases of smart sensor transmissions in
the ”usual” and the synchronized operation exemplified with
4 smart sensors.

One approach to save energy is the use of offline buffering
of sensor data, by moving certain middleware components to
the edge. This can allow the cellular communication, which is
usually constantly active for COTS LoRaWAN gateways, to be
deactivated, while still allowing sensor data to be consistently
received. However, this solution still requires a significant
amount of energy due to the constant power consumption.

To achieve a more significant reduction in energy con-
sumption, an off-time can be introduced, where the gateway
is completely powered off, as visualized in Figure 4b. For
example, the gateway could be active for 5 minutes (on-time),
then powered off for 55 minutes (off-time). Smart sensors need
to send their data only when the gateway is active.

VI. SYNCHRONIZED TRANSMISSION INTERVALS FOR
COTS SMART SENSORS

Wake-up receivers [9] can be used to manage the synchro-
nized transmissions within on-times. These receivers can be
woken up using wake-up messages sent when the gateway is
active. The authors in Reference [9] achieved a lifetime of up
to 3 years for a wake-up receiver, but this solution requires
more maintenance effort than COTS LoRaWAN sensors,
which can provide lifetimes of up to 10 years. Additionally, the
communication range of the wake-up receiver may be lower
than that of the LoRaWAN equipment.

Another solution is to use the standard features provided
by most COTS smart sensors. The transmission interval of
the smart sensors can typically be changed using downlink
messages.
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Fig. 5: Synchronization phase. mx,y {m is the message; x is
the message type identifier where ctt = change transmission
time and cid = change interval duration; y is the smart sensor
identifier}.
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Fig. 6: Synchronization phase between the operation phases
showing the transition of Figure 4a to Figure 4b exemplified
for one smart sensor. For explanation of indices etc. see Figure
4 and 5.

The sequence diagram shown in Figure 5 illustrates the
synchronization phase for multiple smart sensors. An entity,
here called synchronizer, changes the transmission interval of
each smart sensor to distribute the transmission time within
the on-time. After that, the synchronizer changes the gateway
operation time. Later, the smart sensors’ transmission interval
is changed to the interval duration. This process is also
visualized for a single smart sensor in Figure 6, which shows
the synchronization process between Figure 4a to Figure 4b.

The length of the active window (on-time) must be set
properly. It is crucial to distribute transmissions within the
on-time to prevent interference between the smart sensor
messages. This is especially important when the density of

mx,y {m is the message; 
x is the message type identifier 
where 
ctt = change transmission time 
and 
cid = change interval duration; 
y is the smart sensor identifier}
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• Repeat synchronization phase in adequate 
time intervals
- Transmission jitter and clock drift in smart 

sensors
- Each synchronization phase consumes 

additional power of end-devices

- Maximum possible time interval, given 
timing imprecision of COTS smart sensors?

Synchronization Phase

Synchronization Phase

…
…

Operational Phase

Operational Phase

t …
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Fig. 7: Transmission of synchronization messages using Lo-
RaWAN downlink mechanisms depicted for one smart sensor
(S1). mx,y {m is the message; x is the message type identifier
where ctt = change transmission time, sd = sensor data, and
cid = change interval duration; y is the smart sensor identifier}.

deployed smart sensors is high. Additionally, when powering
up the hardware, the LoRaWAN gateway, and the cellular com-
munication may take some time to become fully operational.
Low-cost COTS smart sensors have an expected transmission
jitter and clock drift. Therefore, the synchronization phase
needs to be repeated at adequate time intervals.

Figure 7 shows the message exchange of the synchro-
nization phase for LoRaWAN. The synchronizer queues the
downlink message for the smart sensor(s) at the middleware
(MW), which is forwarded from the gateway (GW) to the
smart sensor after receiving an uplink message. As described
in Section II, downlink windows for Class A LoRaWAN end-
devices are only opened after an uplink transmission.

VII. IMPLEMENTATION OF SCHEDULED GATEWAY
OPERATION

Figure 3 shows an experimental setup that has been mounted
on a tree in a forest. The setup comprises three solar panels,
each rated at 30 watts, and a battery with a capacity of 60 Ah.
The solar panels are used to charge the battery, which powers
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Fig. 8: Power consumption of the LoRaWAN gateway and
received smart sensor uplink message within the interval-
based activation and deactivate phases of the solar-powered
LoRaWAN station shown in Figure 3. Power consumption is
monitored with a granularity of 5 minutes.

the system. The COTS outdoor LoRaWAN gateway, DLOS8N
from Dragino, which is LTE-enabled, has been deployed.
The gateway is powered through a 12 V supply. The charge
controller is monitored at an interval of 5 minutes. The entire
setup consumes approximately 4.8 W of power. It takes around
2-3 minutes for the gateway to become active in Chirpstack
(middleware) from the time it is powered on.

The blue line depicted in Figure 2 illustrates the average
daily energy yield in watt-hours of the solar-powered Lo-
RaWAN station, as shown in Figure 3, from June 2022 to
January 2023. Additionally, the graph displays dashed lines
representing power consumption with 0%, 66%, and 90% off-
time. According to the graph, the solar-powered station is
incapable of providing continuous gateway operation (0% off-
time). However, it can operate with larger off-times depending
on the month.

To implement a scheduled gateway operation, an interval
switch is utilized, which is manually set to 15 minutes on-
time and 45 minutes off-time, resulting in an operation with
75% off-time. Multiple COTS LoRaWAN Sensor Press’O
manufactured by NKE have been manually synchronized to the
on-time. However, in the future, this process will be automated
to ensure seamless and efficient synchronization.

VIII. EVALUATION OF SCHEDULED GATEWAY
ACTIVATION AND SMART SENSOR TRANSMISSION

SYNCHRONIZATION

The average power consumption of the COTS LoRaWAN
equipment has been successfully reduced further. Data trans-
mitted from smart sensors have been received without any
loss. The proposed concept of a scheduled gateway operation
and synchronization of smart sensor transmission intervals has
been successfully implemented in a forest installation.

The presented concept is compatible with existing COTS
LoRaWAN gateways and smart sensors. No modifications to
the (closed) firmware of the devices are needed.

Figure 8 illustrates the measurements from the experimental
implementation, displaying the monitored power consumption
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(a) Operational phase ”usual” with random distribution of smart
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(b) Operational phase after synchronization
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Fig. 4: Operational phases of smart sensor transmissions in
the ”usual” and the synchronized operation exemplified with
4 smart sensors.

One approach to save energy is the use of offline buffering
of sensor data, by moving certain middleware components to
the edge. This can allow the cellular communication, which is
usually constantly active for COTS LoRaWAN gateways, to be
deactivated, while still allowing sensor data to be consistently
received. However, this solution still requires a significant
amount of energy due to the constant power consumption.

To achieve a more significant reduction in energy con-
sumption, an off-time can be introduced, where the gateway
is completely powered off, as visualized in Figure 4b. For
example, the gateway could be active for 5 minutes (on-time),
then powered off for 55 minutes (off-time). Smart sensors need
to send their data only when the gateway is active.

VI. SYNCHRONIZED TRANSMISSION INTERVALS FOR
COTS SMART SENSORS

Wake-up receivers [9] can be used to manage the synchro-
nized transmissions within on-times. These receivers can be
woken up using wake-up messages sent when the gateway is
active. The authors in Reference [9] achieved a lifetime of up
to 3 years for a wake-up receiver, but this solution requires
more maintenance effort than COTS LoRaWAN sensors,
which can provide lifetimes of up to 10 years. Additionally, the
communication range of the wake-up receiver may be lower
than that of the LoRaWAN equipment.

Another solution is to use the standard features provided
by most COTS smart sensors. The transmission interval of
the smart sensors can typically be changed using downlink
messages.
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Fig. 5: Synchronization phase. mx,y {m is the message; x is
the message type identifier where ctt = change transmission
time and cid = change interval duration; y is the smart sensor
identifier}.
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Fig. 6: Synchronization phase between the operation phases
showing the transition of Figure 4a to Figure 4b exemplified
for one smart sensor. For explanation of indices etc. see Figure
4 and 5.

The sequence diagram shown in Figure 5 illustrates the
synchronization phase for multiple smart sensors. An entity,
here called synchronizer, changes the transmission interval of
each smart sensor to distribute the transmission time within
the on-time. After that, the synchronizer changes the gateway
operation time. Later, the smart sensors’ transmission interval
is changed to the interval duration. This process is also
visualized for a single smart sensor in Figure 6, which shows
the synchronization process between Figure 4a to Figure 4b.

The length of the active window (on-time) must be set
properly. It is crucial to distribute transmissions within the
on-time to prevent interference between the smart sensor
messages. This is especially important when the density of

mx,y {m is the message; 
x is the message type identifier where 
ctt = change transmission time,
sd = sensor data, and 
cid = change interval duration; 
y is the smart sensor identifier}
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• Experimental Setup mounted on a tree in a forest
- 3x 30W, 60Ah battery
- LoRaWAN/LTE Outdoor Gateway (Dragino DLOS8N)

- Entire setup approx. consumes 4.8W
- Charge controller is monitored at 5-minute interval
- 2-3 minutes for the gateway to become active in Chirpstack

(middleware) after powered on

• Interval switch
- 15 minutes on-time, 45 minutes off-time (75% off-time)
- Multiple synchronized COTS LoRaWAN sensors
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Fig. 7: Transmission of synchronization messages using Lo-
RaWAN downlink mechanisms depicted for one smart sensor
(S1). mx,y {m is the message; x is the message type identifier
where ctt = change transmission time, sd = sensor data, and
cid = change interval duration; y is the smart sensor identifier}.

deployed smart sensors is high. Additionally, when powering
up the hardware, the LoRaWAN gateway, and the cellular com-
munication may take some time to become fully operational.
Low-cost COTS smart sensors have an expected transmission
jitter and clock drift. Therefore, the synchronization phase
needs to be repeated at adequate time intervals.

Figure 7 shows the message exchange of the synchro-
nization phase for LoRaWAN. The synchronizer queues the
downlink message for the smart sensor(s) at the middleware
(MW), which is forwarded from the gateway (GW) to the
smart sensor after receiving an uplink message. As described
in Section II, downlink windows for Class A LoRaWAN end-
devices are only opened after an uplink transmission.

VII. IMPLEMENTATION OF SCHEDULED GATEWAY
OPERATION

Figure 3 shows an experimental setup that has been mounted
on a tree in a forest. The setup comprises three solar panels,
each rated at 30 watts, and a battery with a capacity of 60 Ah.
The solar panels are used to charge the battery, which powers
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Fig. 8: Power consumption of the LoRaWAN gateway and
received smart sensor uplink message within the interval-
based activation and deactivate phases of the solar-powered
LoRaWAN station shown in Figure 3. Power consumption is
monitored with a granularity of 5 minutes.

the system. The COTS outdoor LoRaWAN gateway, DLOS8N
from Dragino, which is LTE-enabled, has been deployed.
The gateway is powered through a 12 V supply. The charge
controller is monitored at an interval of 5 minutes. The entire
setup consumes approximately 4.8 W of power. It takes around
2-3 minutes for the gateway to become active in Chirpstack
(middleware) from the time it is powered on.

The blue line depicted in Figure 2 illustrates the average
daily energy yield in watt-hours of the solar-powered Lo-
RaWAN station, as shown in Figure 3, from June 2022 to
January 2023. Additionally, the graph displays dashed lines
representing power consumption with 0%, 66%, and 90% off-
time. According to the graph, the solar-powered station is
incapable of providing continuous gateway operation (0% off-
time). However, it can operate with larger off-times depending
on the month.

To implement a scheduled gateway operation, an interval
switch is utilized, which is manually set to 15 minutes on-
time and 45 minutes off-time, resulting in an operation with
75% off-time. Multiple COTS LoRaWAN Sensor Press’O
manufactured by NKE have been manually synchronized to the
on-time. However, in the future, this process will be automated
to ensure seamless and efficient synchronization.

VIII. EVALUATION OF SCHEDULED GATEWAY
ACTIVATION AND SMART SENSOR TRANSMISSION

SYNCHRONIZATION

The average power consumption of the COTS LoRaWAN
equipment has been successfully reduced further. Data trans-
mitted from smart sensors have been received without any
loss. The proposed concept of a scheduled gateway operation
and synchronization of smart sensor transmission intervals has
been successfully implemented in a forest installation.

The presented concept is compatible with existing COTS
LoRaWAN gateways and smart sensors. No modifications to
the (closed) firmware of the devices are needed.

Figure 8 illustrates the measurements from the experimental
implementation, displaying the monitored power consumption

a rooftop connected to the main power supply. They also
provided an extrapolation of the number of required gateways
to provide coverage for certain forest areas, but they did not
consider the installation site and energy harvesting options of
the gateways. On the other hand, the authors in Reference [8]
uses LoRaWAN to monitor construction sites using a solar-
powered gateway and battery positioned on a house wall in a
sunny location in Italy. They did not report any issues with
power stability for the gateway.

To effectively monitor extensive forest areas, it is necessary
to deploy multiple gateways to ensure adequate coverage.
However, the placement of solar-powered gateways poses
a challenge, as obtaining an ideal location with abundant
sunlight is not always feasible. This results in a low yield
of the PV (photovoltaic) system. To the best of the authors’
knowledge, research on power-constrained LPWAN gateways
and mechanisms to further reduce the average power consump-
tion of COTS equipment has not been investigated yet.

IV. CHALLENGES OF LPWAN OPERATION FOR FORESTRY
APPLICATIONS

The LPWAN communication requirements for forest ap-
plications entail long-range, low power consumption, bi-
directional communication, scalability, and cost-effectiveness.

In the case of LoRaWAN, a COTS LoRaWAN gateway
necessitates self-powered operation for deployment in the
forest. Renewable energy technologies, such as solar power,
wind power, or hydro power, could be employed, but they each
have their respective advantages and limitations. In general, the
forest environment is not conducive to most available renew-
able energy technologies. Nevertheless, this study concentrates
on the utilization of solar power.

When deploying solar-powered systems in a forest environ-
ment, careful site selection is crucial due to the challenges
of shading and inclement weather conditions. Despite these
challenges, a deployment within the heart of the forest may
still be necessary. In order to optimize solar power yield,
the deployment should be situated in a clearing or an area
with sparse vegetation, as adjacent trees may obstruct sunlight
and reduce the number of available sun hours, particularly in
seasons with fewer sun hours.

The average daily watt-hours yielded by the PV system in
Figure 3, placed at a tree in a northern German forest, are
illustrated by the blue line in Figure 2. Further details about
both figures are provided in Section VII and Section VIII. The
blue line in Figure 2 depicts a significant drop in yield during
December and January, while the red dashed line at the top
represents the energy required to power a COTS LoRaWAN
gateway continuously. This example highlights the need to
further reduce the average power consumption of gateways.

The monitoring of forest health does not necessarily require
real-time delivery of sensor data to the middleware. Addition-
ally, LoRaWAN does not ensure delivery guarantees. However,
disruptions or interferences in communication within the forest
are unlikely due to the gradual alternations in the environment.
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Fig. 2: Average watt-hours actually generated and theoretically
consumed per day, measured between June 2022 and January
2023.

Fig. 3: Solar-powered LoRaWAN station located in
Wolfenbüttel, Germany.

The absence of certain sensor data would not have a significant
impact on health monitoring.

V. POWER CONSUMPTION REDUCTION MECHANISMS FOR
COTS LPWAN GATEWAYS

This section provides an overview of different mechanisms
that can be used to reduce the average power consumption of
LPWAN gateways in forest health monitoring systems.

Usually, smart sensors transmit data on a predetermined
interval, as visualized in Figure 4a with a 60-minute trans-
mission interval. The figure shows the operational phase,
where no configuration changes to the devices are made.
Smart sensors have different starting points within the interval,
usually distributed randomly, as shown in the figure using
different colors for each smart sensor. The gateway remains
constantly active, resulting in 100% energy consumption.
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• Variations in smart sensor transmission have been observed
- Accuracy to the second to plus or minus several minutes
- à Chose gateway operation window not too small

- à Repeat synchronization phase

• Solution well-suited for periodical data collection
- Not optimal for threshold-based sensors such as alarms e.g., wildfire monitoring

• Transmission interval can be reduced or increased based on amount of energy yielded
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• Average power consumption has been significantly further reduced
• Scheduled gateway operation and synchronized smart sensor transmission has been 

successfully implemented
• Compatible with existing COTS LoRaWAN gateways and smart sensors

- No modification to (closed) firmware of the devices needed

• Distribute transmission intervals within on-time to prevent collisions

• Investigate impact of interval-based operation for …
- large (forest) area monitoring with multiple gateways
- range extenders such as LoRaWAN Relays


