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Context Carrier

1

travel scenarios

 heterogeneous network quality / connectivity [1]

aggregate links  to
improve connectivity?

via multipath tunnel

Stock Image of a moving train

Three PLMNs show heterogeneous service coverage within a

single area. Source: https://breitbandmessung.de/kartenansicht-funkloch

The “Link-a-Lot“ Box developed by UOS

Students is a battery-powered device enabling

wifi access to an aggregate of mobile links

LaL system design: A mobile endpoint aggregates multiple carrier links using multi path
protocol tunnel that terminates on a high-speed internet gateway
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MPTCP

• MultiPath Transport Control Protocol (MPTCP) [2]

• First Version: RFC6824 (2013)

• Latest Version: RFC8684 (2020)

• TCP Extension: aggregate multiple links via TCP session bundling

• Subflow

Visualization of the ISO/OSI Model combined with multiple physical links 
that are aggregated on transport layer by MPTCP
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MPTCP Subflow Scheduling

• Round Robin ✗ no link quality metrics

• Redundant    ✗ high overhead, capped traffic plans

• minRTT ✗ poor performance when moving (e.g., train)

Subflow with lowest Round-Trip-Time (RTT), 

migrate if congestion window full

High-Speed Travel Scenarios: Loss & RTT bursty [5]

Congestion window might fill in infeasible time

minRTT Strategy [4]

Application and Subflow Scheduler dictacte performance [3]

?

MPTCP Kernel Implementation Schedulers [4]

Subflow may not migrate fast enough when

connectiv ity drops
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Related Work & Link Quality Measures

MPTCP scheduling for heterogeneous networks

Research Gap: Schedule v ia physical link quality measures

e.g.,

• Received Signal Strength Indicator (RSSI) 

• Correlation RSSI  packet loss [6]

• Link Quality Indicator (LQI) [7]

• Formless metric LQI ϵ [0, 255]

• (Commonly) based on RSSI, !vendor-specific!

• Enrich link quality approximation

(e.g., packet error rates)

• LAMPS [10]  minRTT + packet loss on transport layer

• QAware [11]  cross-layer metrics, device driver queue

LQI as loss predictor for subflow scheduling?

(mitigate loss -induced connectiv ity drops)
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C2: Emulative trace-based performance evaluation

• RQ: Does our scheduler reduce packet loss on the aggregate in comparison to minRTT?

• Real world trace: 3 hour train ride

• Three german mobile carriers: RSSI, RTT, packet loss

• Virtual testbed, emulate link quality using NetEm

C1: Cross -layer MPTCP scheduler using LQI as loss-predictor

• Goal: Mitigate loss-induced connectivity drops

• Extensible LQI based on live RSSI data from 4G modems

• MPTCP scheduler using LQI for subflow migration
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Constructing the LQI

𝑡 = 𝑇𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝

𝑙 = 𝐿𝑖𝑛𝑘

𝑟 = 2.55 𝑟 + 25 + 255

𝑟 ∈ −125,−25 𝑑𝐵𝑚

𝑙𝑖𝑛𝑒𝑎𝑟 𝑅𝑆𝑆𝐼 𝑠𝑐𝑎𝑙𝑖𝑛𝑔

𝑡𝑜 [0, 255]
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Implementation
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Methods – Research Question, Virtual Testbed, and Scenario

Virtual Testbed Setup using Mininet, NetEm, and two virtual machines with MPTCP kernels

• Baseline: minRTT

• Sender  Receiver: 1.7 mbps tagged data stream (480p30 webcam)

• 3 hour train ride: replay trace for each link/carrier

• Replay RTT, packet loss (NetEm) and RSSI

• Downsampled 30s-median values

• Collect aggregate RTT & packet loss, scheduling decisions

RQ: Does our scheduler reduce packet loss on the aggregate?
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Methods – Ins ide the trace

Trace RTT over time for each carrier

Trace packet loss over time for each carrier

Trace RSSI distribution for each carrier
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Results & Analys is  

 Scheduling decis ions &         Chosen link packet loss 
 Scheduling decis ions &             Chosen link RTT  

minRTT LQI

Link scheduling decis ions Times [%] Quota

Lowest RTT 50.19% 30.42%

Lowest packet loss 82.60% 90.15%

Relative Packet Distribution across links, optimal scheduling choice for each sent packet & scheduler

minRTT did not migrate (CW Issue?)

LQI  frequent migration

LQI sent +7.55% packets over minimal loss link

tradeoff: worse RTT
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• RSSI-based LQI  good loss-predictor for MPTCP scheduling

• Tradeoff: worse RTT (compared to minRTT)

• Aggregate stability vs. performance

• Future Work:

• Real-world case study

• Multi-dimensional LQI promising, RSSI +…

• RTT, transport-layer loss (LAMPS), device queue (QAware)
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